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前言：Preface

新一代人工智能发展规划 国发〔2017〕35号 AI 1.0AI 2.0

 第一步，到2020年人工智能（AI）总体技术和应用与世界先进水平同步，人工智能产业

成为新的重要经济增长点

 新一代人工智能理论和技术取得重要进展，大数据智能、跨媒体智能、群体智能、混合增强

智能、自主智能系统等基础理论和核心技术实现重要进展

 人工智能产业竞争力进入国际第一方阵。人工智能核心产业规模超过1500亿元，带动相关产

业规模超过1万亿元

2020

2025
2030
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前言：Preface

科技部副部长李萌介绍AI2.0时，指

出：新一代人工智能主要是大数据

基础上的人工智能

AI 1.0 vs. AI 2.0 AI 3.0?

AI 1.0 基于单一媒体的分析与应用

AI 2.0 基于跨媒体的分析与应用，

强调跨媒体源的采集、分析、检索

和推理，即跨媒体智能

非结构化数据：如图像、视频，占

到 90% 以上的比例。这些数据虽

然形式上是异构的，但在语义上相

互关联

跨媒体智能：多元异构大数据的分

析、识别、检索和推理
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前言：Preface

跨媒体智能面临两大科学问题：语义鸿沟（Semantic Gap）和异构鸿沟（Heterogeneity Gap）

 语义鸿沟：是指计算机表示与人类所理解的语义概念不一致（自下而上 vs. 自上而下）

 异构鸿沟：是指不同模态的数据的特征表示不一致

AI 2.0中跨媒体智能的研究内容：

1. 跨媒体统一表征的理论和模型

2. 跨媒体的关联、理解与挖掘

3. 跨媒体知识图谱的构建与学习

4. 跨媒体的知识演化和推理

5. 跨媒体的描述与生成

6. 跨媒体的智能搜索引擎

7. 跨媒体的智能应用
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前言：Preface

跨媒体的描述与生成

 图像翻译

 图像图像

 图像文字

 文字图像

 文字视频
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前言：Preface

跨域图像 & 图像跨域重建

 跨域图像：通过不同传感器所感知到的不同模态的图像

 图像跨域重建：利用跨域图像之间的内容关联性和表达互补性，由一个域的

图像生成另外一个域的图像的过程

跨光谱跨分辨率②跨摄像头 跨模态①

Cross-
Camera

Cross-
Resolution

Cross-
Spectrum

Cross-
Modality

行人重识别 超分辨重建 多光谱合成 画像-照片转换

图像翻译（Image Translation）：图像图像
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画像-照片合成：应用背景

人脸识别结果

物理空间 信息空间

图像比对

传统的人脸识别系统（二元空间：物理-信息系统）
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画像-照片合成：应用背景

人脸识别结果

图像比对

低分辨摄像机
光线暗、非正面

物理空间 信息空间

传统的人脸识别系统（二元空间：物理-信息系统）
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画像-照片合成：应用背景

真实案件：2002年XX市公安局801案件
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画像-照片合成：应用背景

Mapleton in 1881

The first Police composite picture to appear 

on a 'wanted' poster and in a newspaper.

基于画像追凶的历史（国内 公元前484 vs. 欧洲 公元1881）

Spring and Autumn and Warring States Period

(Historical Records, The biography of Wu Zixu)
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画像-照片合成：应用背景

基于画像追凶的国内外成功案例

Lois Jibson

Huston Police Dept., Texas

Jianhua Li

Shenzhen Police Dept., 

China
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画像-照片合成：应用背景

人脸识别结果

图像比对

低分辨摄像机
光线暗、非正面

基于三元空间融合的人脸识别系统（物理-信息-认知系统）

认知空间

物理空间 信息空间

?
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画像-照片合成：应用背景

人脸识别结果

图像比对

图像跨域重建
画像照片合成

低分辨摄像机
光线暗、非正面

?

基于三元空间融合的人脸识别系统的关键：人机接口/交互

认知空间

物理空间 信息空间
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画像-照片合成：应用背景

人脸识别结果

图像比对

图像跨域重建
画像照片合成

低分辨摄像机
光线暗、非正面

基于三元空间融合的人脸识别系统的关键：人机接口/交互

认知空间

物理空间 信息空间
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画像-照片合成：应用背景

基于三元空间融合的人脸识别系统的应用案例（2017.6.9）

北大硕士章莹颖
（UIUC）

低质量的监控视频画面
林宇辉模拟画像

图像跨域重建：异质图像合成协助确定嫌疑人身份 人脸识别
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画像-照片合成：基本方法

Cross-domain Image 
Reconstruction

Data-Driven Model-Driven

Sparse Representation Graphical Model Linear Nonlinear

CNN

GAN

ResNet

Sparse Coefficients

Photo patches

A list of weights 
for sketch patches

𝒚𝟏 𝒚𝟐

𝒚𝟑 𝒚𝟒

K
𝒘𝟐,𝒌

𝒘𝟑,𝒌 𝒘𝟒,𝒌𝜱 𝒇 𝒘𝟏 , 𝒇 𝒚𝟏

𝜳 𝒘𝟏, 𝒘𝟐

𝒘𝟏,𝒌

K

KK 𝒚 = 𝑨1
(𝑇)
𝒙 + 𝒃1

(𝑇)
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P. Isola, et al, 

pix2pix, CVPR 

2015 2017

J. Zhu, et al,

CycleGAN, ICCV 

V. Patel, et al,

PS2-MAN, FG 

Chen, et al,

FaceSketchWild, 

ACCV 

S. Zhang, et al,

pGAN, IJCAI 

Traditional Methods

L. Zhang, et al, 

FCN, ACM ICMR 

X. Gao, et al, 

DGFL, IJCAI 

2018

M. Zhang, et al,

Corse-to-Fine, 

AAAI 

X. Tang, et al, 

EigenTransformation, 

ICCV

Traditional Methods

Subspace Learning

Sparse Representation

Graphical Model

2003

画像-照片合成：发展历程

DNN Methods

Fully Convolutional Networks

Generative Adversarial Networks

Deep Graphical Feature Learning
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画像-照片合成：pix2pix, conditional GAN

Pix2pix (conditional GAN)

𝑳𝒄𝑮𝑨𝑵 𝑮,𝑫 = 𝐸𝑥,𝑦 𝑙𝑜𝑔𝐷 𝑥, 𝑦 + 𝐸𝑥,𝑧[log(1 − 𝐷(𝑥, 𝐺(𝑥, 𝑧)))]

𝐿𝐿1 𝐺 = 𝐸𝑥,𝑦,𝑧[ 𝑦 − 𝐺(𝑥, 𝑧) 1]

𝐺(𝑥)

U-Net(𝐺)

𝐷

realfake

𝑥

𝑥

𝑦

𝐷

𝑥

【Phillip Isola, Jun-Yan Zhu, Tinghui Zhou and Alexei A. Efros. Image-to-Image Translation with Conditional Adversarial Networks. CVPR 2017.】

图像到图像翻译模型：对抗损失函数设计

思想：将条件生成对抗网络用做图像到图像的翻译模型，

通过判别器引入对抗损失𝑳𝒄𝑮𝑨𝑵

优势：相比于L1损失，对抗损失能使生成的图像更加逼真，

与真实图像更加一致，分布更切合真是图像分布

局限：会引入形变与不合理的纹理，人工效应较为明显
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画像-照片合成：cycleGAN

CycleGAN

𝐿𝐺𝐴𝑁 𝐺,𝐷𝑌, 𝑋, 𝑌
= 𝐸𝑦~𝑝𝑑𝑎𝑡𝑎(𝑦) 𝑙𝑜𝑔𝐷𝑌 𝑦 + 𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log(1 − 𝐷𝑌(𝐺(𝑥)))]

𝐿𝐺𝐴𝑁 𝐹,𝐷𝑋 , 𝑋, 𝑌
= 𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥) 𝑙𝑜𝑔𝐷𝑋 𝑥 + 𝐸𝑦~𝑝𝑑𝑎𝑡𝑎(𝑦)[log(1 − 𝐷𝑋(𝐺(𝑦)))]

𝑳𝒄𝒚𝒄 𝑮,𝑭

= 𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥) 𝐹(𝐺(𝑥)) − 𝑥 1 + 𝐸𝑦~𝑝𝑑𝑎𝑡𝑎(𝑦) 𝐺(𝐹(𝑦)) − 𝑦 1

【Jun-Yan Zhu, Taesung Park, Phillip Isola and Alexei A. Efros. Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial

Networks. ICCV 2017.】

思想：移除L1损失，仅使用对抗损失约束两个域的生成图

像，同时引入环一致损失，使网络只注重更加容易的变换

（如颜色，纹理），而较少改变内容（形状，物体）

优势：不需要成对的训练数据，实现两个域之间的图像翻

译，效果明显

局限：移除了L1损失，仍有内容身份信息的丢失

图像到图像翻译模型：对抗损失+环一致损失
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①基于深度协同网络的人脸画像合成

Motivation

Y Reconstruction

Loss

GX Y

Y Reconstruction

Loss

Cycle-Consistency

Loss

G

F

X Y

𝐺𝑠𝑢𝑏1 𝐺𝑠𝑢𝑏2

𝐹𝑠𝑢𝑏1 𝐹𝑠𝑢𝑏2

Collaborative
Loss

Y Reconstruction
Loss

𝐺𝑠𝑢𝑏1 𝐺𝑠𝑢𝑏2

𝐹𝑠𝑢𝑏2 𝐹𝑠𝑢𝑏1

X Y෨Z

X Reconstruction

Loss

𝐺𝑠𝑢𝑏1 𝐺𝑠𝑢𝑏2

𝐹𝑠𝑢𝑏1 𝐹𝑠𝑢𝑏2

cGAN

CycleGAN

Our 

(a)

(b)

协同损失

不对称

对称

Photo Sketch

Latent SpacePhoto Sketch

【Mingrui Zhu, Jie Li, Nannan Wang and Xinbo Gao. A Deep Collaborative Framework for Face Photo-Sketch Synthesis. IEEE TNNLS 2019】.22



①基于深度协同网络的人脸画像合成

Deep Collaborative Framework: 协同对抗损失

【Mingrui Zhu, Jie Li, Nannan Wang and Xinbo Gao. A Deep Collaborative Framework for Face Photo-Sketch Synthesis. IEEE TNNLS 2019】.

fake

real

𝐺𝑠𝑢𝑏1 𝐺𝑠𝑢𝑏2

𝐹𝑠𝑢𝑏1 𝐹𝑠𝑢𝑏2

𝐷𝐺

𝐷𝐺

𝐹𝑠𝑢𝑏1

real

fake

𝐷𝐹

𝐷𝐹

𝐸𝑥,𝑦,𝑧 𝑙𝑜𝑔𝐷𝐺 𝑥, 𝐹𝑠𝑢𝑏1 𝑦, 𝑧 , 𝑦 +

𝐸𝑥,𝑧[log(1 − 𝐷𝐺(𝑥, 𝐺𝑠𝑢𝑏1 𝑥, 𝑧 , 𝐺(𝑥, 𝑧)))]+

𝐸𝑥,𝑦,𝑧[ 𝐺 𝑥, 𝑧 − 𝑦 1]+

𝐸𝑥,𝑦,𝑧[ 𝐺𝑠𝑢𝑏1 𝑥, 𝑧 − 𝐹𝑠𝑢𝑏1(𝑦, 𝑧) 1]

ℒ 𝐺, 𝐹, 𝐷𝐺 =

𝐸𝑥,𝑦,𝑧 𝑙𝑜𝑔𝐷𝐹 𝑥, 𝐺𝑠𝑢𝑏1 𝑥, 𝑧 , 𝑦 +

𝐸𝑦,𝑧[log(1 − 𝐷𝐹(𝐹(𝑦, 𝑧), 𝐹𝑠𝑢𝑏1 𝑦, 𝑧 , 𝑦))]+

𝐸𝑥,𝑦,𝑧[ 𝐺 𝑦, 𝑧 − 𝑥 1]+

𝐸𝑥,𝑦,𝑧[ 𝐹𝑠𝑢𝑏1 𝑦, 𝑧 − 𝐺𝑠𝑢𝑏1 𝑥, 𝑧 1]

ℒ 𝐺, 𝐹, 𝐷𝐹 =

𝐺𝑠𝑢𝑏1

协同对抗损失
重构损失
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①基于深度协同网络的人脸画像合成

Comparisons

Our Method

pix2pix Our Method Ground TruthCycleGAN

Methods CUFS(%) CUFSF(%)

pix2pix 49.39 39.65

CycleGAN 49.61 34.56

Our Method 52.44 42.24

Average SSIM score (%) on the CUFS database and 

the CUFSF database

Face recognition accuracy against variations of the 

number of dimensions reduced by NLDA on the 

CUFSF database.

视觉效果好

图像质量评价高

识别率高
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画像-照片合成：Attention Transfer

Attention Transfer

【Sergey Zagoruyko and Nikos Komodakis. Paying More Attention to Attention: Improving The Performance of Convolutional 

Neural Networks via Attention Transfer. ICLR 2017.】

思想：知识迁移，也称作知识蒸馏，是模型压缩的一种手段。这种方法利用大型网络中的知识，来监督训练

小型网络，使得小型网络在具有与大型网络一致性能的同时，减少网络的参数量。

提供思路：目前知识迁移大多用于分类判别网络，能否用于图像合成？怎么使用？

知识迁移、知识蒸馏：模型压缩、网络轻量化
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②基于知识迁移的人脸画像合成

Motivation

知识迁移

教师网络

学生网络：画像→照片

学生网络：照片→画像

教师网络

思想：解决训练样本不足造成的深层网络过拟合与浅层网络表征能力不足的矛盾

思路：提取与人脸照片画像合成相似，在充足训练数据上训练的任务中的知识，并迁移到人脸照片-画像合成

任务，指导异质人脸图像的合成，学习更好的异质人脸图像间的映射关系，提升人脸照片-画像合成的效果。
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②基于知识迁移的人脸画像合成

Knowledge Transfer Based Photo-Sketch Synthesis Method:

【Mingrui Zhu, Nannan Wang, Jie Li and Xinbo Gao. Face Photo-Sketch Synthesis via Knowledge Transfer. IJCAI 2019】.

知识迁移

27



②基于知识迁移的人脸画像合成

Comparisons

Our Method

Methods CUFS(%) CUFSF(%)

pix2pix 0.7363 0.7283

CycleGAN 0.7219 0.7088

Our Method 0.7373 0.7311

Average FSIM score (%) on the CUFS database and 

the CUFSF database

Face recognition accuracy against variations of the 

number of dimensions reduced by NLDA on the 

CUFSF database.

pix2pix Our Method Ground TruthCycleGAN

视觉效果好

图像质量评价高

识别率高
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Motivation

输入特征图

输出特征图

卷积权重

Convolution Transformer: Self-attention

特点：平移不变性、局部特性

缺陷：无法捕捉长范围空间相关性

特点：捕捉长范围空间相关性

缺陷：计算量较大

③基于Transformer的人脸画像合成

29



A Sketch-Transformer Network

【M. Zhu, C. Liang, N. Wang, et al. A Sketch-Transformer Network for Face Photo-Sketch Synthesis.  IJCAI 2021.】

𝑥

1x1 conv 1x1 conv 1x1 conv

Q K V

⨂

Attention Map

softmax

⨂

⨁

ො𝑥

add

Residual Self-attention Module

Residual

Self-attention Module

多
尺
度
特
征
与
位
置
编
码
器

多
尺

度
重
建
网
络

Input Photo Output Sketch

 利用自注意力机制捕捉不同位置特征向量的长空间依赖关系的能力，保持重建画像的空间结构

 将人脸语义标签信息作为自注意力编码模块的位置编码，增强自注意力模块的语义感知能力

③基于Transformer的人脸画像合成
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Qualitative Comparisons: 

Test Photo pix2pix CycleGAN PS2MAN SCAGAN Ours Ground TruthFCN FaceSketchWildDGFL

③基于Transformer的人脸画像合成
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Quantitative Comparisons:

③基于Transformer的人脸画像合成
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部分人脸照片-画像合成结果展示，Part of Photo-Sketch Synthesis Results 34



部分人脸照片-画像合成结果展示，Part of Photo-Sketch Synthesis Results 35



肖像 合成剪纸 真实剪纸 肖像 合成剪纸 真实剪纸

部分人脸照片-剪纸合成结果展示，Part of Photo-Paper-Cutting Synthesis Results

36
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图像超分辨重建：应用背景

为什么要进行图像超分辨重建？

LR image

True HR image

Interpolation– blurred!
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图像超分辨重建：应用背景

3:1 scale-up in each axis using 9 images, with pure global translation between them 

Multiple Frame Image Super-Resolution Reconstruction

39



图像超分辨重建：应用背景

LPR, Reconnaissance Crimes...

Ex. Surveillance: License plate recognition
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BCCNN: Bi-channel Convolutional Neural Network

GLN: Global Local Network

URDGN: Ultra-Resolving by Discriminative Generative Networks

CBN: Cascaded Bi-Network

MCCGN: multi-class GAN

TDAE: Transformative Discriminative Autoencoder

FSRNet: Face Super-Resolution Network

AEUN: Attribute Embedded Upsampling Network

SiGAN: Siamese GAN
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图像超分辨重建：相关工作-GLU Network

Tuzel Oncel, Taguchi Yuichi, Hershey John R. Global-local face upsampling network [J]. arXiv preprint arXiv:1603.07235, 2016.

 基本思想：构建二分支网络，利用全局特征和局部特征的递进式学习提升生成图像质量

缺陷：

 全局上采样网络中的全连接层的参数数量十分庞大，对硬件成本依赖较高

 人脸图像的重建过程未考虑人脸的先验信息，人脸的高频区域重建质量较低
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图像超分辨重建：相关工作-属性嵌入

 基本思想：通过属性嵌入的方式，更改人脸的表示向量，使重建图像具有属性一致特性

缺陷：

 属性嵌入需要人为操

作，在属性无法预知

的场合难以取得较好

的重建效果。

 图像的编码方式对于

噪声的鲁棒性较低。

在现实场景中，图像

中的噪声对于图像重

建的质量会产生极大

影响。

Yu X, Fernando B, Hartley R, et al. Super-resolving very low-resolution face images with supplementary attributes [C] // Proceedings of the IEEE 

Conference on Computer Vision and Pattern Recognition (CVPR2018). 2018: 908-917.
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噪声人脸图像超分辨重建：Motivation

面对噪声人脸超分辨问题，如何学习人脸图像在不同噪声环境下的不变表示特征？

具备较强的噪声鲁棒性

该表示特征不应为像素级的low-level特征

概率分布

语义特征

有明确表达能力的

high-level的显式特征

面部属性胶囊：从面部的语义属性

和先验概率分布两个方面，对人脸

的一种全面且稳定的表示方式

面部属性
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噪声人脸图像超分辨重建：方法过程

 基本思想：引入了胶囊网络的概念进行人脸超分辨，以人脸属性和先验概率分布相结合的方式构建

出一种新型的胶囊结构，对于噪声和模糊具有较强鲁棒性

【Xin J, Wang N, Jiang X, Li J, Gao X, Li Z. Facial Attribute Capsules for Noise Face Super Resolution. AAAI-20】

 与现有的基于向量的表示方法相比，基于胶囊的表示模型能够有效地减少由于任务本身的模糊和噪声所

引入的歧义

 所提出的人脸属性胶囊通过语义属性和概率分布两个方面对于人脸进行了更加全面的描述，对于噪声和

模糊具有强鲁棒性
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噪声人脸图像超分辨重建：实验结果

【Xin J, Jiang X, Wang N, Li J, Gao X, Li Z. Facial Attribute Capsules for Noise Face Super Resolution. AAAI-20】

以人脸识别率为评价标准，与现有的方法

相比，我们的方法具有较高的识别准确率。

随着噪声等级的增加（从左至右），重

建人脸的质量并没有明显降低。
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Aggelos K. et al. 

VSRNet, IEEE TCI 

R Liao, J. Jia,  et al.

DESR, ICCV

2015

2017

2016

J. Caballero, et al. 

VESPCN, CVPR   

X Tao, J. Jia,  et al.

SPMC, ICCV

M. Sajjadi, et al.

FRVSR, CVPR 

2018

Y Jo, S. Kim, et al 

DUF, CVPR 
D. Liu. et al,

Learned Temporal 

Dynamics, ICCV

视频超分辨重建：发展历史

2019

S. Li, B. Du, et al,

FSTRN, CVPRY Huang, L. Wang,  et al.

BRCN, NeuIPs

M. Haris, et al.

RBPN, CVPR 

DESR: Draft Ensemble Super Resolution

BRCN: Bidirectional Recurrent Convolutional Networks

LTD: Learned Temporal Dynamics

SPMC: Sub-Pixel Motion Compensation

VESPCN: Video-ESPCN (Efficient Sub-Pixel Convolutional Network) 

FRVSR: Frame-Recurrent Video Super-Resolution

FSTRN: Fast Spatio-Temporal Residual Network

DUF: Dynamic Upsampling Filters

RBPN: Recurrent Back-Projection Network
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视频超分辨重建：相关工作

【Jose Caballero, Christian Ledig, Andrew Aitken, Alejandro Acosta, Johannes Totz, Zehan Wang, Wenzhe Shi. Real-time video super-resolution with 

spatio-temporal networks and motion compensation. CVPR 2017: 4778-4787.】

 基本思想：构建运动补偿模块，将运动补偿后的各帧图像输入网络进行高分辨率图像重建

缺陷：

 图像重建质量对于运动补偿的精度依赖性高，容易因为补偿的误差而造成性能显著下降

 模型受限的运动建模能力导致其性能并不能够随着网络的输入帧数量的增多而提高

Affine

Transform
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视频超分辨重建：相关工作

Muhammad Haris, Gregory Shakhnarovich, Norimichi Ukita. Recurrent Back-Projection Network for Video Super-Resolution. Proceedings of the IEEE/CVF 

Conference on Computer Vision and Pattern Recognition (CVPR), 2019, pp. 3897-3906

 基本思想：通过迭代反向投影网络，逐步的将相邻帧组合在一个迭代细化框架中。

缺陷：

 迭代的反向投影网络计算量庞大，生成结果时间过长

 相邻帧逐步结合的方式会使得各帧信息的利用率受限，从而消

耗了极大的计算资源也未能够取得满意的表现

Each Projection Module
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人脸视频超分辨重建：Motivation

输入帧数量过多使得网络难以对视频中复杂的

时序依赖关系进行建模

网络的学习能力是有限的，因此并不意味

着输入帧数量越多效果就越好

Jose Caballero, Christian Ledig, Andrew Aitken, Alejandro Acosta, 

Johannes Totz, Zehan Wang, and Wenzhe Shi. Real-time video super-

resolution with spatio-temporal networks and motion compensation. 

CVPR, pages 4778–4787, 2017.

Wang Z, Yi P, Jiang K, et al. Multi-memory convolutional 

neural network for video super-resolution[J]. IEEE 

Transactions on Image Processing, 2018, 28(5): 2530-2544.

面对视频中复杂的时序依赖关系，如何有效的提升模型对于帧间运动的建模能力?
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人脸视频超分辨重建：方法过程

 基本思想：将视频的帧间运动补偿操作转移到图像特征级进行，以遗忘、保留和增强的运动补偿方式，

提升补偿的精度以及重建图像的质量

 特征级的运动补偿操作能够更加充分的捕获到帧间的运动关系，同时也能够避免在运动补偿不准确时存在的

重建质量急剧下降问题

 运动补偿的自适应反馈机制能够显著提升网络对于复杂的视频时序依赖关系建模的能力

【Xin J, Wang N, Li J, Gao X, Li Z. Video Face Super-Resolution with Motion-Adaptive Feedback Cell. AAAI-20】 51



人脸视频超分辨重建：实验结果

【Xin J, Wang N, Li J, Gao X, Li Z. Video Face Super-Resolution with Motion-Adaptive Feedback Cell. AAAI-20】

0

5000
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15000

参数数量

与其他方法相比，我们的模型

具有更加轻量级的结构以及更

高的图像重建质量
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缺陷：

 现有的深度图像超分辨率模型需要大量的模型存储空间及计算资源消耗，无法直接部署于手机等

资源有限的移动端设备。

EDSR, NTIRE2017 
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42 million 32-bit floating-point parameters
9 × 109 floating-point multiplication and 

accumulation operations 

图像超分辨重建的二值网络：研究背景
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 基本思想：将网络中的特征图及卷积权重由全精度数值转换为二值数，网络的卷积过程即可由位操作而

实现，可大幅降低模型的推理时间及存储资源的占用。

图像超分辨重建的二值网络：研究背景

输入特征图

输入特征图

卷积权重

位操作

二值特征图

二值卷积权重

全精度卷积过程

二值卷积过程

32bit

1bit

高性能计算设备

低性能计算设备 54



图中红框内的卷积操作为二值卷积操作
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二值卷积块中的BN层为全精度操作

量化卷积过程依然存在较大的前向量化误差和反向梯度近似误差

上采样块中依然采用全精度权值和激活

二值超分辨率重建网络面临以下问题：
二值网络的计算速度未能充分展现，
模型效率受限。

二值网络对于图像信息保留
程度较低，模型性能受限

图像超分辨重建的二值网络：研究动机
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1-bit特征图

Sign函数及其导数

近似函数及其导数

量化卷积过程存在较大的前向量化误差和反向梯度近似误差，图像超分辨任务对于数值量化精度有高依赖性。

如何提高二值卷积的精度，实现优化的准确性？

图像超分辨重建的二值网络：研究动机
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图像超分辨重建的二值网络：方法过程

 基本思想：提出一种面向图像超分辨任务的模型量化方法，能够沿着网络推理的方向逐步提升模型量化

的精度，显著提升图像重建模型的性能。

 第一个基于二值神经网络（权值和特征图均为二值数）的图像超分辨率重建工作

 提出了一种比特累积机制，该机制能够通过迭代的主题实现二值卷积到全精度卷积的近似，在不

引入额外推理参数的情况下显著提升了模型性能

【Xin J, Wang N, Jiang X, Li J, Huang H, Gao X. Binarized Neural Network for Single Image Super Resolution . ECCV-20】 57



图像超分辨重建的二值网络：实验结果

【Xin J, Wang N, Jiang X, Li J, Huang H, Gao X. Binarized Neural Network for Single Image Super Resolution . ECCV-20】

主观评价：客观评价：

将本方法部署于VDSR模型时，领先SOTA

结果1.25dB (x2 Set5), 与全精度网络相差

0.58dB (x2 B100)。
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前言：Preface

 跨域图像重建可以解决超高清视频源稀缺的问题：由高清视频到超高清视频的转换

720p高清图片 4K/8K超高清图片 4K/8K高清电视

图像超分辨重建的推广应用：超高清电视
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汇报提纲

60

一． 前言（Preface）：什么是跨域图像重建？

二． 画像-照片合成（Sketch-Photo Synthesis）

三． 图像超分辨重建（Image Super-resolution Reconstruction）

四． 其他相关应用（Other Related Applications）

五． 结束语（Conclusions）



Lee, D., Kim, J., Moon, W. J., & Ye, J. C. “CollaGAN: Collaborative GAN for missing image data imputation,” Proceedings of the IEEE Conference on

Computer Vision and Pattern Recognition (CVPR19), pp. 2487-2496, June 16-20, 2019, Long Beach, CA, USA

 基于协同生成对抗网络的医学图像数据补齐

 通过级联多种模态的医学图像作为输入，从尽量多的不同医学图像模态中，学习输入模态与目标模态的关系，利用

多种医学图像生成缺失的模态。

医学图像合成：相关工作-CollaGAN

61



Pu Huang, Dinggang Shen, et. al “CoCa-GAN: Common-Feature-Learning-Based Context-Aware Generative Adversarial Network for Glioma Grading,”

Proceedings of the International Conference on Medical Image Computing and Computer-Assisted Intervention, October 7-12, 2019, Shenzhen, China.

 基于共同空间学习的上下文相关生成对抗网络

 将输入模态映射到一个隐空间，并引入病灶区域检测对肿瘤实质的边缘进行监督，进而提高模型对肿瘤细节的合成效果

 通过多个解码器，构建隐空间与多个目标模态的映射关系，将隐空间的模态表示解码到不同的目标模态

医学图像合成：相关工作-CoCaGAN

62
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输入
𝑥1

隐层编码器 解码器

转换网络

自表示网络

目标样本

𝑦

判别器

真/假自表示损失

输出

ො𝑦

输出

𝑦′

目标样本

𝑦

𝑓1

𝑓2

𝑓3

输入
𝑥2

输入
𝑥3

Bing Cao, Han Zhang, Nannan Wang, Xinbo Gao, Dinggang Shen, “Auto-GAN: Self-Supervised Collaborative Learning for Medical Image Synthesis,”

Proceedings of the 34th AAAI Conference on Artificial Intelligence (AAAI-20), February 7-12, 2020, New York, New York, USA.

 基于自监督协同学习的医学图像合成

 通过引入“多编码器-单解码器”的生成网络结构，构建多模态图像向单模态图像的映射，对输入的多模态图像的有效

信息进行融合

 将自编码器作为自表示网络，为解码器提供任意目标模态的优化方向，提高了模型对目标模态的重构能力

医学图像合成：AutoGAN
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Bing Cao, Han Zhang, Nannan Wang, Xinbo Gao, Dinggang Shen, “Auto-GAN: Self-Supervised Collaborative Learning for Medical Image Synthesis,”

Proceedings of the 34th AAAI Conference on Artificial Intelligence (AAAI-20), February 7-12, 2020, New York, New York, USA.

T2T1-CT1 T2-FLAIR CycleGANPix2PixProposed StarGAN Ground Truth

?

?

?

?
0.8948/0.9602

0.9061/0.9573

0.9317/0.9657

0.9157/0.9592

0.8720/0.9452

0.8838/0.9464

0.8407/0.9457

0.8791/0.9429 0.8674/0.9497

0.7811/0.9253

0.8602/0.9354

0.6886/0.8136

0.7757/0.9288

0.7622/0.9323

0.8734/0.9490

0.8608/0.9313

医学图像合成：AutoGAN
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2019

J. Prince, et al, 
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2013
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J. Prince, et al, 
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MIA

2018

Shen, et al,

CA-GAN, 

MICCAI 

GRiDLE: Geometry Regularized Joint Dictionary Learning

REPLICA: Supervised Random Forest

CA-GAN: Context-Aware GAN

CSC-GAN: Cycle- and Shape-Consistency GAN

CollaGAN: Collaborative GAN

COCA-GAN: Common-Feature-Learning-Based Context-Aware GAN

Auto-GAN: Self-Supervised Collaborative Learning 65

Deep Learning

Not Deep Learning

T. Brox, et al, 
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MICCAI
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H. Shin, et al, 

Data 
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SASHIMI
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绘画风格转换：发展历程医学图像合成：发展历程



J. Johnson, A. Alahi, and L. Fei-Fei, “Perceptual losses for real-time style transfer and super-resolution,” in European Conference on 

Computer Vision. Springer, 2016, pp. 694–711.

 基本思想：构建图像转换网络，利用感知损失约束生成图像的内容及风格信息

缺陷：

 不同的艺术图像需要训练新的网络，单张艺术图像不能充分体现流派风格

 风格损失对整张图像的纹理信息进行约束，破坏了图像的语义结构

绘画风格转换：相关工作

66



Jing Liao, Yuan Yao, Lu Yuan, Gang Hua, and Sing Bing Kang, “Visual attribute transfer through deep image analogy,” ACM Transactions on 

Graphics, TOG, vol. 36, no. 4, 2017.

 基本思想：通过匹配跨域图像深度特征，逐层重构特征，迁移跨域图像的视觉属性

缺陷：

 逐层进行特征匹配及重构计算量庞大，生成结果时间过长。

 仅适用于语义及结构高度一致的跨域图像。采用欧几里得距离匹配图像深度特征，使跨域图像之间

的相似性对跨域特征匹配结果有较大影响。

绘画风格转换：相关工作
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 艺术家在艺术作品中表达他们对真实

世界的感受

 模仿艺术作品的创作机制，采用感知

引导，增强跨域图像的语义一致性

 流派整体风格而非单张图像的色彩和

纹理模式

 跨域特征匹配构建语义对应关系

“艺术风格是一个人或一个群体的艺术作品中不变的元素或表达方式。”

——美国艺术史学家Meyer Schapiro

奥
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 色彩模式和纹理迁移破坏图像语义

一致性

绘画风格转换：Motivation
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 基本思想：构建编码-特征重构-解码模型，学习流派风格特征，保持跨域图像语义一致性

 训练艺术流派编码解码网络，构建编码表示空间，学习流派风格表示

 设计跨域图像特征相似性衡量标准，利用图像的深度特征作为感知引导，在编码表示空间重构

具有结构一致性的风格特征表示

Ma Z, Wang N, Gao X, Li J. From Reality to Perception: Genre-Based Neural Image Style Transfer. IJCAI 2018.

 构建语义对应关系

跨域PatchMatch

NNF块搜索

 流派风格编码器损失

绘画风格转换：方法过程
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NeuralStyleTransfer 我们的方法
（ERPG）

输入 DeepImageAnalogy

感知引导保持了跨域图像的语义结构；迁移整体风格特征，增强“手绘感”

方法 SSIM HOSA

NeuralStyleTransfer 0.3524 20.3579

DeepImageAnalogy 0.4737 24.4083

ERPG 0.6433 37.1470

 客观评价

 主观评价
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绘画风格转换：实验结果
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L. Yuan, et al,

DeepFeatureReshuffle, 
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Ground Breaking
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C. Liu, et al,

CNNMRF, CVPR  
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Gated-GAN, 
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基于优化的方法：NeuralStyleTransfer, CNNMRF, Deep Image

Analogy

基于前馈神经网络的方法: Perceptual Loss, StyleBank,

基于零样本学习的方法：Avatar-Net, Deep Feature Reshuffle

基于GAN的方法：Markovian GAN, CycleGAN, Gated-GAN

绘画风格转换：发展历程
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伪彩图像(R 2.1um, G 0.65um, B 1.38um)

遥感图像获取过程中，会受到

天气因素(云、雾霾、积雪)的

影像，产生缺失信息。

硬件故障引起的缺失信息 成像条件引起的缺失信息

遥感图像缺失信息补全：研究背景
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基于联合邻域回归的多时相遥感数据缺失信息复原

(a) 原始图像 (b) 仿真有云图像 (c) 参考图像

(d) 直接替代法

(g) A+ (h) 我们的方法

(e) K-SVD

(a) 原始图像 (b) Fmask云图像 (c) 参考图像

(d) 直接替代法

(g) A+ (h) 我们的方法

(e) K-SVD (f) ANR
(f) ANR



汇报提纲
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一． 前言（Preface）：什么是跨域图像重建？

二． 画像-照片合成（Sketch-Photo Synthesis）

三． 图像超分辨重建（Image Super-resolution Reconstruction）

四． 其他相关应用（Other Related Applications）

五． 结束语（Conclusions）



结束语

 图像跨域重建：属于AI2.0中的跨媒体智能研究的范畴，主要研究跨媒体的生

成，又称作图像翻译（Image Translation）

 典型应用包括：画像-照片合成，可见光-近红外图像转化，图像超分辨重建，

医学图像跨模态生成，图像风格转化，多光谱图像补全

 未来研究方向：

 训练样本规模：大样本小样本零样本学习

 有监督半监督部分监督弱监督无监督学习

 基于可信、可靠、可解释的图像跨域重建模型

 基于数据、知识（模型）双驱动图像跨域重建算法
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